Two Approaches to Criterion-Referenced Program Assessment

TOM HALADYNA

School districts need valid and reliable test data reflecting achievement outcomes of their instructional programs, but a large number rely almost exclusively on standardized tests, which frequently are not directly relevant to local goals and objectives. They can improve program evaluation by using one of two approaches to criterion-referenced assessment: random sampling or item response theory. Either will provide high quality diagnostic data at low cost and with a minimum of student testing time.

No matter which approach is taken, a series of logical steps will make best use of staff members’ talents and their knowledge of the local instructional program.

Step 1: Defining the curriculum. The first step involves defining the curriculum in terms of a set of objectives reflecting both scope and sequence. If, for example, the curriculum involves reading for grades 1-6, the objectives should describe each and every major behavior students must acquire to become satisfactory readers by the district’s standards.

Many states, including California, Florida, Michigan, Minnesota, Oregon, and Washington, have developed objectives as the basis for statewide assessment and have provided material for defining local district objectives.
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Step 2: Identifying or creating items. A recent study (Roid and others, 1980) found that teachers create better test items than professional test makers. That should not be surprising; teachers are more aware of the intent of instruction and can gear both language and content of test items more appropriately to objectives. In addition, there is an emerging technology of test item writing that promises to provide easy, automated generation of many test items (Roid and Haladyna, 1981).

However, a better strategy than writing original test items is to collect and review items from various sources. One such source is the Northwest Evaluation Association (NWEA), a consortium of school districts and other agencies who work cooperatively in the states of Oregon and Washington to improve evaluation in the schools. A major accomplishment of the NWEA is the development of item banks, one in reading, one in mathematics, and one in language usage. Each item bank has been field tested and keyed to instructional goals. Another source of items is the basic skills collection of the Northwest Regional Educational Laboratory (NWREL). Their collection in language arts and mathematics encompasses over 20,000 items that are objective-referenced. One limitation of this collection, however, is the fact that these items have not been carefully field tested and subjected to item analysis and Rasch calibration like the NWEA item bank; nevertheless, the existence of such a resource is impressive to those committed to CR assessment.

In the empirical item review, items are field tested to determine if they "work." We have developed simple, nonstatistical guidelines for evaluating items (Haladyna and Roid, 1981a). Field testing can be a costly process, but it may not be needed if the items have been field tested previously.

Upon completion of these three steps, the district is ready for test design, administration, scoring, analysis, and reporting. Each of the two criterion-referenced assessment plans follows a different path leading to reporting of results, and each has particular strengths and weaknesses.

Districts looking for better test data may want to use random sampling or item response theory.

Step 3: Item review. Two kinds of item review are recommended: logical and empirical. The first involves examination of items by teachers and other school district personnel to determine if they are appropriate to curricular objectives and grade levels. Once the items have been categorized and keyed to district objectives, the process may take only a single, intensive day of work by a curriculum committee.

In the empirical item review, items are field tested to determine if they “work.” We have developed simple, nonstatistical guidelines for evaluating items (Haladyna and Roid, 1981a). Field testing can be a costly process, but it may not be needed if the items have been field tested previously.
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The Random Sampling Plan

Random sampling is the simplest to understand and employ. It has its roots in several theories of testing including classical theory (Nunnally, 1967; Lord and Novick, 1968) and generalizability theory (Cronbach and others, 1972). Most accounts of CR testing (Millman, 1974; Brennan and Kane, 1977; Hambleton and others, 1978; Popham, 1978) recommend that items be randomly sampled from well-defined domains.

Test design involves planning and constructing test forms for assessment. Perhaps the best way to describe the use of test design is by example. Imagine a situation where reading must be assessed for grades two through six following an objective-based curriculum containing 45 objectives considered to be most important to each child’s development in reading. Let us also assume that these 45 objectives can be classified into two distinct areas within a general domain of reading: comprehension and word attack skills.

We desire information about academic growth for each of these two areas, as well as overall achievement, at each grade level. We also desire diagnostic information relative to each of the 45 objectives. These objectives do not comprehensively span the curriculum but are introduced in one grade, developed fully in another, and reinforced in successive grades. Therefore, testing should provide information at each of the stages of the developmental sequence as illustrated in Figure 1.

Following the development of test items linked to these objectives through teacher judgments, a pool of items is created that varies from 20 to 50 items for each objective. This pool of items could number from 900 to over 2,000 items across all objectives. This certainly seems imposing, but it is a healthy test-item collection and one that could be useful to a district for many years.

The sampling plan calls for the administration of short test forms to students in the district following a random sampling item selection strategy. What this means is that each child in grades two through six takes a short test, consisting of about 40 items or less, in the fall and in the spring.

An important limitation of the random sampling plan is that it does not make available individual student achievement scores. This is a sacrifice, but the saving is that student testing time is quite short, often less than 30 minutes. If individual student scores are desirable, items left over from the item pool may be used to construct teacher-made mastery tests over specific objectives for classroom use. For instance, a teacher at grade level four could have all mastery tests needed to test for learning of that objective, whether the objective is introduced, developed, or reinforced.

The next step is preparing a testing plan. This district has about ten classrooms at each grade level—a total of 50 classrooms and about 1,250 students—so our testing plan must provide for creation of a sufficient number of test forms. First, a table is constructed representing the number of objectives introduced, developed, or reinforced at each grade level and the corresponding numbers of available items. The number of students is also shown (Figure 2).

Next we start to develop test forms using a random sampling strategy. For example, grade three has 37 objectives and 1,521 items. Since we have 231 students, we might develop five test forms with about 37 items each (one item for each objective). Which items to use is indicated in the sampling plan.

The next step is preparing a testing plan. This district has about ten classrooms at each grade level—a total of 50 classrooms and about 1,250 students—so our testing plan must provide for creation of a sufficient number of test forms. First, a table is constructed representing the number of objectives introduced, developed, or reinforced at each grade level and the corresponding numbers of available items. The number of students is also shown (Figure 2).

Next we start to develop test forms using a random sampling strategy. For example, grade three has 37 objectives and 1,521 items. Since we have 231 students, we might develop five test forms with about 37 items each (one item for each objective). Which items to use is indicated in the sampling plan.

First, we arrange items by objectives; since there are 37 objectives, we ran-

Figure 1. Developmental Sequence for Four Hypothetical Objectives in a Reading Curriculum.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

1 = Introduce  
D = Develop  
R = Reinforce

Figure 2. Items and Objectives by Grade Level.

<table>
<thead>
<tr>
<th>Grade</th>
<th>Items</th>
<th>Objectives</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>494</td>
<td>12</td>
<td>220</td>
</tr>
<tr>
<td>2</td>
<td>960</td>
<td>24</td>
<td>219</td>
</tr>
<tr>
<td>3</td>
<td>1,521</td>
<td>37</td>
<td>231</td>
</tr>
<tr>
<td>4</td>
<td>1,541</td>
<td>36</td>
<td>216</td>
</tr>
<tr>
<td>5</td>
<td>940</td>
<td>24</td>
<td>214</td>
</tr>
<tr>
<td>6</td>
<td>541</td>
<td>14</td>
<td>232</td>
</tr>
</tbody>
</table>

Figure 3. Example of a Criterion-Referenced Test Report Based on Random Sampling.

<table>
<thead>
<tr>
<th>Grade 3</th>
<th>Fall</th>
<th>Spring</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (37 Objectives)</td>
<td>48%</td>
<td>63%</td>
<td>15%</td>
</tr>
<tr>
<td>Comprehension</td>
<td>52%</td>
<td>70%</td>
<td>18%</td>
</tr>
<tr>
<td>Word Attack</td>
<td>44%</td>
<td>56%</td>
<td>12%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objective</th>
<th>Fall</th>
<th>Spring</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>32%</td>
<td>63%</td>
<td>31%</td>
</tr>
<tr>
<td>14</td>
<td>44%</td>
<td>46%</td>
<td>2%</td>
</tr>
<tr>
<td>15</td>
<td>54%</td>
<td>56%</td>
<td>2%</td>
</tr>
<tr>
<td>16</td>
<td>22%</td>
<td>74%</td>
<td>52%</td>
</tr>
</tbody>
</table>
During the past decade there has been a sudden growth in interest, research, and application of item response theory. The theory fundamentally assumes that student performance on any item is based on the student’s level of achievement and the inherent difficulty of the item. The model is statistically sophisticated (Wright and Stone, 1979; Lord, 1980) and provides suitable treatment at that level. It will only be outlined here.

The major advantage of item response theory is that it provides for tremendous flexibility and precision of testing across many grade levels. For example, once an item pool has been field tested and difficulty estimated for each item, one can take any set of items and administer it to any student. The resultant test score can be placed on a single test scale, which underlies all test items. To compare students who took different tests, simply convert their scores to this single test scale.

Thus, you can have group and individual scores that are extremely precise, and tests can be constructed and used with a minimum of effort of test design. At any achievement level, you could employ a single test designed to measure the entire domain of objectives or any subset of objectives.

To implement item response theory, we begin with the state of affairs described earlier, with a developmental sequence for each objective and items and objectives by grade level, as shown in Figure 2. We must specify what kinds of information we desire and have compatible field test information.

However, field tests are expensive. If you are fortunate enough to have a field-test item bank, no field testing is necessary. But if you must field test, cooperative interdistrict efforts can be very cost effective and have been successfully done in Oregon and Washington.

### Item Response Theory

#### Item Response Theory

1. Items are categorized according to whether they are introduced, developed, or reinforced at a given grade level.
2. Tests are designed based on district characteristics and the desired test length and degree of coverage of the curriculum objectives.
3. Items are randomly sampled from the item pool based on the district’s information needs.
4. Student scores are not derived, but information is derived for each reporting unit (such as comprehension, Objective 14).
based on item response models. Test companies such as the California Test Bureau of McGraw-Hill, among many others, have been planning new testing programs based on item response theory. Thus, we may expect to see these programs used more widely and successfully in coming years.

Research has shown that when children are confronted with tests that are too hard or too easy, the test results are tremendously biased (Haladyna and Roid, 1981a, 1981b; Holmes, 1980). In fact, those performing Title I assessments are probably faced with this problem and do not have the wherewithal to combat this bias with conventional testing methods. If a child who is functioning at a level of 162 (about the midpoint of form one) takes a form three test, the items are too hard and the score is negatively biased. Positive bias occurs when a student takes a considerably easier test. Therefore, one of the major problems is to assign to each student a test geared to that student’s level of functioning. Regardless of the test given, all scores are reported on the common scale, which in this example ranges from 150 to 250 as shown in Figure 5.

Figure 5 illustrates some of the advantages of item response theory in program assessment. For instance, in Title I evaluation, achievement testing must show the progress of Title I students on a fall-to-spring basis. The results indicate that Holmes (1980) showed how such scores can be converted to normal curve equivalents for Title I reports. In general, it is quite easy to trace the progress of groups of children in a curriculum on this general curriculum scale for any unit of analysis, for example, the total reading domain, comprehension or word attack skills, or a single objective or group of objectives.

Testing for Improved Instruction

These two plans have many advantages over standardized testing and, fortunately, the technology exists to implement them. As districts grow more comfortable with these approaches, we should see an increase in their use and an improvement in the quality of instructional program assessment. High or quality achievement testing will help districts focus more specifically on instructional problems and their resolution, thereby making the testing program a major contributor to improved instruction.
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