Instructional Applications of Artificial Intelligence

Computer programs that can tutor, discuss subject matter with students, and diagnose student errors will profoundly affect educational practice.

Computers play many educational roles in today's schools. Drill-and-practice programs let students exercise with more efficiency and less pain than older manual methods. Tools such as word processors have brought signal increases to students' productivity. Programming languages and other problem-solving environments allow for intensive practice of cognitive skills. Computers are also used for a rudimentary form of automated instruction that provides individualized routing through a curriculum.

But, with a few exceptions, computers don't really teach. They don't know the material the way that teachers do, so they can't discuss it with students the way teachers can. Although computers can observe how students perform different tasks, these observations are commonly used to tell how much and not exactly what a student knows or does not know. Nor do computers have much instructional expertise. Rather, they rely on programs that may or may not incorporate principles of good teaching.

Teaching requires intelligence, and if computers are to teach, then they must be given the intelligence needed for teaching. To describe research on computers with the intelligence needed to teach, I survey artificial intelligence (AI), the discipline dedicated to making machines intelligent. Then I use the notion of a computer-based tutor to explore the main issues involved in intelligent computer-based teaching. Finally, I speculate on the future of artificial intelligence in education.

AI for Instructional Applications

Artificial intelligence is a field dedicated to discovering how computers can be made to exhibit intelligence, including the intelligence involved in teaching and learning. To understand what the future holds for AI and education, we need to look at how the AI enterprise views issues associated with teaching and learning. AI is concerned primarily with two such issues: what is the fundamental nature of intelligence, and how can we make computers do the things that we consider intelligent?

Intelligence and Knowledge

Most of the AI community's questions about intelligence concern the nature of knowledge and its use in cognitive tasks. We can speak of three kinds of knowledge: conceptual, procedural, and imaginal. The AI community has worked with computer representations of all three kinds of knowledge and, more to the point, has relied on them for instructional applications of artificial intelligence.

Conceptual knowledge. Conceptual knowledge is knowledge of concepts and the relations among them. Knowledge of facts and definitions is conceptual. Conceptual knowledge can be represented in AI systems using a device known as a semantic network.
Semantic networks consist of nodes representing concepts and links representing the relationships between concepts. Figure 1 shows a simple semantic network describing common knowledge about birds. Computer programs can interrogate the network to accomplish a number of tasks associated with intelligence. They can answer questions such as "What color are canaries?" or "Is a penguin an animal?" They can compare and contrast concepts: penguins and canaries are both birds, but penguins eat fish and canaries eat birdseed. They can make inferences: eagles are birds, and birds have feathers; therefore, eagles have feathers.

One of the first instructional applications of AI used a semantic network to represent the subject matter to be taught. Carbonell's (1970) SCHOLAR used a large semantic network of concepts and facts about South American geography to answer students' questions, to ask them questions, and to evaluate their answers.

Procedural knowledge. Procedural knowledge is the kind of how-to knowledge needed for particular cognitive tasks such as solving mathematics problems, understanding a spoken sentence, or writing a computer program. Many AI programs use a production system to represent such knowledge. A production system typically has three parts: working memory, a rule set, and a rule interpreter. Figure 2 shows a production system for two-column addition problems.

The working memory contains information about the solution as it evolves. In the case of two-column addition, working memory holds the results of intermediate calculations and notes the problem-solver's focus of attention. The rule set consists of a collection of rules, each with the potential for advancing the solution by modifying working memory. Each rule has two parts, a condition and an action. The condition tells what must be present in working memory for the rule to apply, and the action specifies what is done to working memory when the rule is used. A production system operates in cycles. On each cycle the rule interpreter executes one or more of the rules that apply. The system in Figure 2 executes only one rule on each cycle—the first applicable rule in a fixed precedence order.

Production systems have been used with considerable success to model a
number of human cognitive skills, including basic arithmetic (Young and O'Shea 1972), computer programming (Anderson, Farrell, and Sanders 1984), and problem solving in physics (Simon and Simon 1978), to name a few. Current instructional applications of AI rely heavily on production systems to represent procedural knowledge at all levels of skill acquisition.

**Imaginal knowledge.** Common sense, anecdotes, and even some compelling research results (Kosslyn 1980), tell us that imagery is an important part of human intelligence. We can think about imagery as the ability to produce, in the mind, the results of some sensory experience. We can imagine our mother's face, the smell of burning leaves, or what it might be like to catch a baseball hit into the stands at a major league game. These imaginings seem to be different in character from the facts about such phenomena that might be captured in a semantic network. Imaginal knowledge seems more like perception than a network of facts.

The popularity of computer graphics tells us that the importance of imaginal knowledge has escaped no one concerned with educational computing. The most influential computer graphic traditions originated in projects to bring computing power to children, namely Papert's (1980) Logo project at MIT and Kay's Smalltalk project at Xerox's Palo Alto Research Center (Kay and Goldberg 1977).

**Applied Artificial Intelligence**

Making AI work in instruction requires not only theory but also applied science, and the most popular applications currently go by the name of expert systems. Expert systems use the rule-based systems described above not to model cognition but rather to solve tough technical problems, such as medical diagnosis or oil exploration.

An expert system is an automated consultant. Given a problem, it requests data relevant to the solution. After analyzing the problem, it presents a solution and explains its reasoning. Expert systems are relevant to education because they can represent problem-solving expertise and explain to students how to use it.

A brief description of an archetypal expert system, MYCIN (Shortliffe 1976), illustrates how these systems work. MYCIN diagnoses various forms of meningitis based on clinical data that it gathers in consultation with a physician. Its expertise is captured in a set of rules, each of which consists of a premise and a conclusion. Figure 3 shows one of MYCIN's rules.

Expert systems apply their rules to a problem using an inference engine.

**MYCIN's inference engine considers each possible diagnosis in turn, trying to prove it to be correct. It constructs proofs by looking for rules that include the diagnosis under consideration in the conclusion and then trying to verify one of the rules thus found, either on the basis of clinical data or other rules. MYCIN is said to use a backward-chaining strategy since it works backward from diagnostic conclusions to clinical data.**

**Anatomy of an Automated Tutor**

How can the AI tools described above be brought to bear on instructional problems? For most researchers inter-
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goal-directed, backward-chaining in (Simon and Simon 1978). In contrast, experts are more inclined to reason explicitly embodies human diagnostic expertise. NEOMYCIN©s expertise differs from that of MYCIN and most other expert systems in three important ways.

An Articulate Expert in Diagnostic Skills

Seven or eight years ago William Clancey of Stanford University began thinking about using the expert system MYCIN to teach diagnostic skills. On the face of it, MYCIN has just what instruction requires. It can solve diagnostic problems, and it can explain its solutions. Clancey (1982) implemented an ITS, called GUIDON, based on MYCIN, but his experience with GUIDON convinced him that MYCIN’s approach to diagnosis had little in common with human experts’ methods and that MYCIN was, therefore, fundamentally unsuited to tutorial tasks. Based on an intensive study of expert diagnosticians, Clancey (1984) created a new expert system, NEOMYCIN, that explicitly embodies human diagnostic expertise. NEOMYCIN’s expertise differs from that of MYCIN and most other expert systems in three important ways.

Forward reasoning. People using goal-directed, backward-chaining inference methods like MYCIN’s usually are novices who have not yet learned to solve problems in their domain. Experts are more inclined to reason forward from data, drawing out the important implications of known facts (Simon and Simon 1978). In contrast, to human experts, a MYCIN-like articu-

The Geometry Tutoring Project in Action

A Student in Peabody High School’s special geometry classroom brings up a problem on the computer screen. The student sees the problem diagram in the upper left hand corner, the givens across the bottom, and the goal at top center. Using a mouse, the student selects a set of statements, and the system prompts the student to enter a rule of geometric inference that takes these statements as premises. Next, the system prompts the student to type in the conclusion that follows from the rule. The Xerox 1109 Advanced Scientific Information Processor (Dandetiger) is updated with each sequence of premise, rule of inference, and conclusion.

At any time in the process, the student can ask the system for help with definitions, postulates, and theorems appropriate to the problem. In addition, if the student is not on a proof path, the tutoring part of the system (that is, that part that keeps track of the student’s strategic choices) will guide the student back onto a proof path. Should the student make a logical error in inference, the system recognizes the error and tutors accordingly. The system functions as coach or as tutor, depending on need.

The teacher, Rick Wertheimer, plays an active role in computer-assisted teaching. Using a problem editor, Wertheimer draws a problem diagram and inputs the givens and the statement to be proved. The geometry expert “finds” all the possible solutions and prepares the problem to be tutored, all in time for the student’s next class.

The goal of the Geometry Tutoring Project is to develop a theory of student problem solving and skill acquisition in high school geometry, and to contribute, thereby, to a general theory of problem solving and skill acquisition as well as to a general theory of intelligent computer-assisted instruction. As constructed environments, the tutors allow researchers to embed and test a theory within the educational system; the control population is all other students taking geometry.

The geometry tutor follows the student’s every problem-solving move. An “ideal” student model embedded within the tutor represents the skill knowledge necessary to solve the kinds of problems that students will have to solve. A “buggy” model allows the tutor to recognize patterns of student error. As the student works through the curriculum, an “individual” student model records how well he or she has learned particular geometry skills. These three models make possible both immediate feedback and individually tailored instruction.

The Geometry Tutoring Project differs from many other software programs in several important respects: (1) It embodies principles derived from one of the most complete theories of cognition, John Anderson’s ACT* Theory; (2) it uses artificial intelligence technology; (3) the problem-space representation, displayed on screen as a proof graph, makes explicit the goal structure of the problems as well as the search that is required to solve them; (4) the system is not an add-on to the curriculum; it comprises about 50 percent of the curriculum this year and is expected to comprise between 60 and 70 percent next year; and (5) the system tailors instruction to individual students.

Thus, three major components in the geometry tutor work toward better student learning: (1) the expert system that embodies the ideal, buggy, and individual student models; (2) the tutor that controls strategic interaction between student and expert, and (3) the interface that communicates knowledge to the student on the terminal screen, focuses the student’s attention, and serves as an external memory. In the near future, a math laboratory could become a standard high school facility, and the sophisticated interactive environment of intelligent computer-assisted tutoring could enable students to work productively on their own time at school or at home.

—By C. Franklin Boyle, Geometry Project Leader, Advanced Computer Tutoring Project, Carnegie-Mellon University, Pittsburgh, PA 15213.
late expert substitutes weak, backward-inference methods for stronger, forward-reasoning strategies. In a sense, MYCIN works against the acquisition of expertise.

**Diagnostic processes and goals.** How then does diagnostic reasoning proceed in NEOMYCIN? NEOMYCIN views diagnosis as a cognitive task or mental discipline. To complete a diagnosis, NEOMYCIN must accomplish certain goals, and, since it is articulate, it can discuss those goals with students in the context of particular diagnostic exercises. NEOMYCIN's diagnostic goals all revolve around a working-memory structure called the differential, which simply lists potential diagnoses. The differential evolves as symptom descriptions and case data trigger certain suggestions. Further diagnostic goals direct the consultation to (1) narrow down the differential to one or a few diagnostic categories and (2) refine and elaborate the diagnosis within that category to account for all the clinical data.

A computer program that can discuss this process in particular cases is a powerful tool for teaching diagnostic skills. In addition, Clancey was able to create a language to represent diagnostic skills and possibly other mental disciplines as well. This language could prove to be useful in creating other articulate experts.

**Domain knowledge.** A third important difference between a typical expert system and NEOMYCIN is its use of conceptual knowledge—in this case, the principles of medicine. MYCIN knows absolutely nothing about medicine. It knows only about the empirical associations between symptoms and disorders. NEOMYCIN, on the other hand, relies heavily on medical knowledge. It has a semantic network that describes the relationships among disorders, and particular diagnostic tasks are tied to this hierarchy. Thus, the task of confirming meningitis can be traced down the taxonomic hierarchy to acute or chronic meningitis. NEOMYCIN also possesses causal knowledge that allows it to leap across taxonomic categories. Knowing about the presence of brain pressure leads NEOMYCIN to consider the possible substances that might be causing this pressure.

NEOMYCIN's use of domain (medical) knowledge constitutes a valuable contribution to the connection between theory and practice. Instead of teaching theory in the abstract, NEOMYCIN is able to discuss theory with students as it applies to particular cases.

**Student Models for Arithmetic Skills**

A student model is a computer representation of an individual student's knowledge, ideally constructed solely on the basis of that student's performance data. One line of research on the modeling of children's arithmetic skills illustrates two general techniques for student modeling.

**DEBUGGY.** John Brown and Richard Burton (1978) began looking at children's performance in multicolumn subtraction in the late 1970s. They used data, such as that shown in Figure 4.
4, consisting of worked subtraction problems from many students at many different stages of learning the skill, to examine the error patterns in individual students’ work. In Figure 4, for example, the student’s only problem was writing $n$ when confronted with the problem of what to do with $0 - n$. Brown and Burton found that systematic error patterns accounted for a large proportion of the errors in their data. Sometimes students would not borrow across 0, on other occasions they would always subtract the smaller from the larger digit, irrespective of their rows.

Brown and Burton call these patterns mind bugs or, more often, bugs, and they developed a catalog of bugs that now numbers over 100 (Burton 1982). Burton (1982) wrote a computer program called DEBUGGY that could look at a student’s work and automatically determine which, if any, bugs were present in the work. This approach and its computer implementation is one method of student modeling based on bug catalogs. We also see bug catalogs used for student modeling in computer programming (Johnson and Soloway 1985) and elementary algebra (Sleeman 1982).

**Repair theory.** Not long after Brown and Burton’s initial work, they and an MIT graduate student, Kurt VanLehn, noted that bugs manifest in one set of data might not be present in another set taken from the same child. In some cases the bug might disappear altogether; in other cases a different bug would replace it. This led Brown and VanLehn (1980) to formulate repair theory, a different approach to modeling students.

Repair theory, an example of an overlay model (Carr and Goldstein 1977), represents intermediate stages of learning as incomplete overlays on a fully competent model of the skill. Brown and VanLehn formulated a production-system model of multicolumn subtraction and suggested that individual students could be modeled by deleting rules or combinations of rules from that model. This suggestion is called the deletion principle. When a student confronts a problem requiring a deleted rule, he or she makes up a patch to repair the procedure (hence, the name repair theory). These repairs show up as bugs on subsequent problems.

Overlay models are stronger than bug catalogs because one can derive all possible student models from a single “expert” model without having to determine the possibilities from case-by-case observations. On the other hand, it is difficult to construct a theory to which the deletion principle applies.

**Instructional Systems for Problem-Solving Skills**

Having discussed programs that know and can discuss subject matter and programs that can determine the state of a student’s knowledge, we are now in a position to discuss the tutoring process itself. There are, unfortunately, very few functioning examples of automated tutors. Two of these examples (Anderson, Boyle, and Reiser 1985) are the creation of John Anderson of Carnegie-Mellon University.

One of Anderson’s tutors teaches the programming language LISP. The other one, which we will draw on for this discussion, teaches proof skills in geometry. Both tutors work from a curriculum of exercises. Students work their way through each exercise, and the tutor silently works along with them. When the student strays from a correct solution path or asks for help, the tutor advises the student how to proceed with the problem. The tutoring process uses two important mechanisms.

First, the student and the tutor share knowledge about the problem-solving process. The geometry tutor encourages the student to develop and record conjectures about proof steps. Figure 5 shows how the tutorial system records these conjectures. Note
that the student can develop forward-reasoning conjectures—steps that can be inferred from what is known, and backward-reasoning conjectures—steps that lead to the desired conclusion. The student is free to pursue more than one line of reasoning at a time.

Second, the tutor is able to follow the student's problem-solving approach because it has a productionsystem model of geometry problem solving. Rules in the system for both forward and backward reasoning can be used to produce proofs much like those of highly competent students. In addition, Anderson's tutor has a bug catalog, a set of productions that characterize commonly observed errors.

The geometry tutor examines each conjecture the student proposes. If that conjecture is consistent with a rule in the tutor's competent model, the tutor remains silent. But the tutor takes the opportunity to teach the student if the student appears to be using a buggy rule or if the conjecture cannot be accounted for by any rule. This tutoring may address a particular bug or suggest a more fruitful approach to the problem.

The Future of AI in Education

Instructional applications of AI are still primarily research endeavors, but with working tutors like Anderson's and with the decreasing cost of computer hardware, we can expect workable applications within the near future.

Computers and teachers. When we speak of computers that bring some degree of intelligence to instruction, the first question that comes to mind is, 'They aren't going to replace teachers, are they?' The answer, of course, is no. The responsibilities and roles of teachers in a school classroom extend far beyond the computer applications mentioned above. Artificial intelligence will increase the effectiveness of teaching, it will expand the range of skills that can be taught, and it will bring difficult skills within the grasp of more individuals. But it will not replace the teacher or even measurably reduce the size of teaching staffs. That said, where can we expect AI applications to instruction?

Automated tutoring. In spite of the essential role of teachers, their numbers probably will not increase in the near- to midterm, and it would be foolish to expect every student to have a personal tutor. Still, the effectiveness of one-on-one teaching is well documented (Bloom 1984), and it is essential to learning in some situations. Automated tutors have an obvious application in situations where instruction and practice should be tightly coupled.

For example, many students flounder in laboratory or in-class exercises since teachers normally do not have time to follow each student's attack on each exercise and provide remedial help. Working with automated tutors, students might learn far more in a much shorter period of time than students left to their own devices. There is some evidence (Anderson, Boyle, and Reiser 1985) that the LISP tutor approaches human tutors in efficiency and leaves traditional methods of instruction far behind.

Society may have justifiable concern that computers will amplify social inequities in the educational system, since rich parents and school districts can afford computers and poor ones cannot. The backgrounds of students' parents, however, are probably far more influential in perpetuating social disadvantages. Well-educated parents have the resources to help and encourage their children with just about any school work, but less well-educated parents can provide no such help. But suppose that students in the future would carry home not just exercises but computer tutors to provide the right kinds of help with homework. These portable tutors could give disadvantaged children the support they might not be able to get from their parents.

Testing and diagnosis. One lesson from the story of student modeling is that the grading methods used in many classrooms do little to illuminate the deficiencies underlying poor performance. As an instructor, I would find it far more useful to know that the child's work illustrated in Figure 4 exhibited a "0 - n = n" bug than to know that he or she was correct on one of the five problems. But as an instructor, I would also find it personally impossible to analyze even a few children's exams for particular bugs. It seems obvious, therefore, that a program to identify student problems at the cognitive level could be a powerful teaching tool. Each approach to student modeling constitutes a potential diagnostic tool that can take teachers beyond simple right-wrong scoring.

Language arts is another potential area for applying diagnostic tools. Several commercially available programs (Braby and Kincaid 1981-82; Macdonald, Frase, Gingrich, and Kennan 1982)
can analyze and critique the surface features of a piece of writing, such as spelling, awkward constructions, and so forth. At least two research projects (Heidorn, Jensen, Miller, and Byrd 1982; Kieras 1985) are exploring ways of using the techniques of understanding natural language to provide more meaningful analyses of writing. Programs resulting from this research should be able to detect grammatical errors, and perhaps provide stylistic and semantic analyses as well.

Curriculum development. Looking further into the future, we can expect computers to learn how we construct exercises, examples, and other instructional materials. Natural language techniques could be used to actually read draft materials as students would, and thus provide a more precise analysis than the reading-grade measures now used. Also, a program that knew the skills to be taught in a lesson or curriculum might be able to construct exercises for the target material.

Artificial intelligence has the potential to profoundly change educational practice. I have limited my discussion of these changes to a few direct applications of artificial intelligence in education. For a broader view, I recommend two highly readable books: Learning and Teaching with Computers: Artificial Intelligence in Education by O'Shea and Self (1983), and The Cognitive Computer by Schank with Childers (1984).

Artificial intelligence will probably continue to develop along three important lines. First, AI has the potential for making subject-matter expertise and teaching expertise more portable. Once represented in a computer, these two kinds of expertise can be combined more flexibly and delivered more effectively to more students. Second, like other computer applications, AI will automate tasks (like finding and marking bugs) that are inflexible or impossible by manual methods. Third, and perhaps most important, every new AI application to instruction requires detailed investigation of teaching and learning. The results of these investigations alone are of immense value for what they teach us about the educational enterprise.
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