On Research and School Organization:
A Conversation with Bob Slavin

At the Johns Hopkins Center for Research on Elementary and Middle Schools, Bob Slavin directs the elementary school program and monitors research findings on a broad scale. Here he explains Success for All, an early intervention that organizes resources to ensure that students arrive at 3rd grade with adequate skills, and calls for practitioners to make stringent demands upon researchers for experimental trials of instructional techniques.

Over the last year or so you've looked at a lot of research on various ways to organize schools. Why?

I am broadly interested in what makes a difference in achievement, particularly in the elementary grades. When I run up against an issue, I do a thorough review of the literature so that I am confident about what the research actually says. Before I write it up for others, I first have to convince myself.

How do you do it? Do you personally search out the original research reports, analyze them, give more weight to some studies than others, and so on? Is this "meta-analysis"?

I have my own method, which I call "best evidence synthesis." It owes a good deal to meta-analysis but pays more attention to the quality of the studies—substantive issues rather than only statistical issues—in deciding what to include and what not to include.

One topic you looked at this way was ability grouping (see Slavin 1988). What are some others?

Mastery learning, class size, cooperative learning. Those are the ones on which I have done complete, formal best evidence syntheses.

When you put all your findings together, what sort of model of school organization do they suggest?

To make schools markedly more effective, they really have to be quite different from the way they are now, particularly in serving students who have the greatest difficulty. It takes a three-part strategy to meet the needs of kids in difficulty. First and most important is much more emphasis on prevention: on picking up on problems very early and making sure that kids don't get into the special education or the remedial cycle. Second, we must change instructional methods to use systematic programs that have clear evidence of effectiveness. Only after we implement effective preventive programs and classroom change programs should we be looking at the
third issue, which is remediation. As one example of this kind of approach, we are currently doing research on a program that uses one-to-one tutoring, a completely restructured reading curriculum, family support services, and other components to try to make sure that kids in an inner-city school don’t arrive at 3rd grade without adequate skills.

So you have in fact devised a comprehensive model?

Yes, it is called “Success for All.”

And it reflects what you have learned from looking at the research on grouping, class size, tutoring, and so on?

Exactly. It doesn’t just load it all in, of course. The various components have to work together in a coherent and meaningful way—but you want to be on firm ground as you make each choice.

What are some characteristics of the model that reflect the research on school organization?

One is the use of tutoring, which really came out of looking at class size research. A lot of people ask whether there isn’t a critical point at which class size begins to make a difference, and the answer is yes, but—that critical class size is one student. You don’t really see a lot of difference even when classes are very, very small; but one-to-one tutoring is vastly more effective than even one-to-five teaching.

That finally led us to try to get away from the Chapter I approach of pulling out small groups, a mild treatment that may go on throughout the student’s entire elementary career. Instead we decided to invest our resources in one-to-one tutoring that would get kids up to grade level rapidly and then try to maintain them within the regular classroom.

Another aspect of the program is a form of the Joplin Plan: grouping students across grade lines according to reading levels. First, 2nd and 3rd graders who are all performing at the 2-1 level may be in a class together. We do this because, as I said in my review...
(see Slavin 1988), the kind of grouping that has the greatest research support is cross-grade grouping.

We also have evidence from other sources about the uselessness of the workbook activities that students usually do in reading classes. Then we have the time-on-task literature and some of the direct instruction literature, which suggest that it is beneficial to increase the amount of time that students work actively with the teacher.

We also provide extended day and preschool programs because of the strong evidence for effectiveness of preschool and extended kindergarten for disadvantaged kids. In these programs we use the Peabody Language Development Kits, which also have strong research support.

How long will it be before you know whether this model is effective?

We now have data for one entire school year—we also assessed the students every eight weeks to check on their progress, to regroup, and to decide who needed tutoring—and we have seen remarkable progress. Our promise is that a kid who starts with us in preschool will get to 3rd grade with adequate skills, that no child will fail unless he or she is severely retarded. It may be three years before we know whether we can fulfill that promise, but we know that mean scores have increased this year.

We decided to invest our resources in one-to-one tutoring that would get kids up to grade level rapidly.

Is the program quite a bit more expensive?

Oh yes. We are proposing a shift of Chapter 1 monies to earlier grades so there will not be so much remediation to do in the upper grades. We already know that we can reduce special education referrals, so we may be able to demonstrate cost-effectiveness even before the students get to the middle school level.

Let me turn to another topic. One of the more controversial conclusions you reached in your reviews of the research literature is that mastery learning is not nearly as effective as claimed (see Slavin 1987). How did you decide that?

It is actually very simple. I did a number of things in my review, but if this were all I did, it would have been enough. I required that the studies had to have taken place over at least four weeks. The studies that produced the big effects—the ones that Bloom talks about and that are cited in a lot of other mastery learning syntheses—were conducted in three days, one week, two weeks, three weeks. Requiring that the treatment had to be in place for at least four weeks brings down the mastery learning studies to a very small number, and I think that even four weeks is really too short.

Another attribute I looked for was the use of a control group. I think a control group is essential, because a lot of people evaluated mastery learning programs during the period 1979-1985, which was also a time when people were discovering all kinds of other ways to increase their test scores: curriculum alignment, retaining students in grade, things like that. When scores were reported for control groups within the same district, then everybody was operating under the same ground rules—how the tests were given and so on. But in studies with control groups the difference between the control groups and the mastery learning groups was practically nonexistent.

But for many educators it seems pointless to argue with mastery learning. Surely we should try to be clear about the outcomes we want, to assess student learning periodically, and not to go to the next level of difficulty until students have the prerequisites. It seems self-evident.

There are lots of principles in education that are correct but that don't result in educational gain. The concept of mastery learning is almost axiomaticaly true, but the issue is what it means in actual practice. I am talking here only about group-based mastery learning. If you have a 10-day lesson, you teach for eight days and then give a test. The kids who need correctives get corrective instruction, while the other kids get enrichment activities. What may be going on is that two days of corrective instruction are not enough for kids who have serious problems, but two days are too much wasted time for kids who don't have a problem. In other words, Bloom's Learning for Mastery model may actually be too limited a response to student differences in learning rates.

So it's not that it's too sophisticated; it may not be sophisticated enough. If you are going to do something different from traditional instruction, why not do something better?

Precisely. I think it does not go far enough to ensure students' success.

We use mastery learning principles in our Success for All model, but we use
them more directly. The purpose of the tutor is not to teach something different, but to ensure that each child has learned what the classroom teacher has taught. If a teacher teaches long "a" in the morning, the main task of the tutor is to be sure the students get long "a," so that tomorrow they are ready for the next lesson. That's clearly a mastery learning concept, but we do it daily and with a one-to-one tutor to make sure that the kids actually get it.

But as you say, it's in accord with the principles of mastery learning. I doubt that Benjamin Bloom and other advocates would quarrel with your design.

Yes, but another problem with some mastery programs is that they chop knowledge into little pieces, and that's unnecessary. What is critical about mastery learning or any other program is how it's done. Another good example is individualized instruction. Nobody would quarrel with giving kids instruction suited to their needs; but in the 60s and early 70s, when educators made individualized materials and had the kids work on them all by themselves, the effect on achievement was disastrous. The concept was correct, but the way in which it was operationalized was foolish, because while you were accomplishing one goal—adapting instruction to individual needs—you were interfering with other goals, such as providing students with explanations by qualified teachers and motivating students to learn.

Some of the things that you say don't work have been advertised as based on research. How would you describe the state of educational research these days?

Bloom's Learning for Mastery model may actually be too limited a response to student differences in learning rates.

Response to Slavin: Mastery Learning Works
James Block

This year marks the 20th birthday of mastery learning. In schooling, concepts that last even a few years are powerful and rare. As such, it is not surprising that mastery should draw periodic potshots. Slavin's is but the most recent.

I am disturbed by Slavin's interpretation of the cumulative mastery learning research record. Mastery advocates (e.g., Guskey and Gates 1986, Guskey and Pigott 1988), as well as more neutral parties (Stallings and Stipek 1986, Walberg 1985), have repeatedly reported exactly what Slavin proposes—"experimental-control comparisons over realistic periods of time with suitable measures of effectiveness." The most recent review, in fact, involves some 83 quasi-longitudinal studies ranging from years to over a decade (see Block et al. 1988). These studies have concluded, almost without exception, that mastery works. The basic strategies move the student who achieves at the 50th percentile to somewhere between the 65th and the 88th percentiles; this movement occurs in ordinary elementary and secondary school subjects; and the change registers on well-known standardized tests (Block et al. 1988). Enhanced mastery learning approaches do even better (Spady and Jones 1985).

I am also saddened by the dampening effects that this interpretation may have on communication between mastery learning and "Success for All" practitioners. There is a striking resemblance between Slavin's agenda for improving schooling and mastery learning's (see Block et al. 1988, pp. 49-57). Slavin's interest in the development of component approaches to instruction parallels mastery's promotion of the development of functional ones. His interest in the prevention of student learning difficulties jibes with mastery's, too. His interest in advancing "cooperative" learning overlaps with mastery's interest in developing "self-determined" learners. Finally, his interest in tutoring clearly correlates with mastery’s interest in the development of talent.

So I hope Slavin will not dismiss these comments out-of-hand. They are meant to caution him, his followers, and fair-minded observers not to throw out the proverbial mastery learning baby with the bathwater. That baby is now a young adult. They are also meant to suggest to Slavin and his followers that collaboration rather than confrontation is now in order. There are good reasons for the vitality and longevity of the mastery concept. While Slavin waits three years for data on his ideas, we are willing to share our 20 years of experience now.
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We use mastery learning principles in our Success for All model, but we use them more directly.

Let's clarify the term process-product. What does it refer to?

Studies in which a large group of teachers are carefully observed and the teachers whose students made the greatest gains are compared with those whose student gains were much smaller. A lot of the teacher behaviors people are talking about now in terms of classroom management, components of the lesson, and so on are direct outgrowths of that approach.

What are the advantages of that kind of research?

One is that you don't go in with preconceived notions that you try to impose on teachers. You are focusing on practices you know are realistic, because they already exist in classrooms. That is also a limitation, of course; you won't discover anything very surprising, because the only practices you will see will be those in fairly widespread use.

There are two major strands of research that contribute directly to practice. One is correlational research—of which the process-product research is a good example—where researchers identify the best of current practice. The other is experimental, where researchers try to increase the range of variation by introducing new methods that a teacher might never stumble on otherwise. My own belief is that until you've done experimental research, you shouldn't be talking to teachers at all. I feel that a lot of the correlational and descriptive research is valuable in suggesting what kinds of things we should look at, but that it should never be used as a guide to practice.

Why do you say that?

I think that in order to tell teachers, "Do this and your students will learn better," you must have compared the results of that kind of advice using control and experimental groups. For example, if you studied basketball players and found that the taller ones did better, you might then say, "Well, we've learned that taller basketball players do better, so let's start stretching our shorter players." The correlational finding is correct; it is a useful thing to know. But it doesn't mean that a stretched player is the same as one who is naturally tall.

Similarly, with teachers we often find things from correlational research that are truly characteristic of the best teachers—but that doesn't mean that...
those are the best things to teach to other teachers. The process-product people admit, at least in private, that a lot of the individual teacher behaviors that they have found to be characteristic of effective teachers are really just indicators of hard-working, intelligent, insightful, very active teachers. Now, how do you get other teachers to exhibit these behaviors? That’s a very different question.

It seems reasonable to try to teach those same behaviors to other teachers.

But in actual fact many of the programs derived directly from the process-product research have failed. One clear example is the Madeline Hunter programs. Everything Madeline Hunter talks about is very well established, either in laboratory research or correlational research or both; but when assembled into an experimental program, will it work in actual practice? We now have enough evidence to say that it doesn’t.

What makes you say that? A lot of people think it works very well.

now criticize mastery learning because some programs “chop knowledge into little pieces, and that’s unnecessary.” Yet his program would insist students master such discrete skills as “long a’s.” A final irony: in 1981, in All Our Children Learning, Bloom outlined his ideas on a comprehensive model of schooling, which considered the characteristics of teachers, students, and their interaction; the curriculum and instructional materials; peer groups; and the home environment. Slavin’s comprehensive model, which includes “one-to-one tutoring, a completely restructured curriculum, family support services, and other components” is labeled “Success for All.” Researchers hope, as descriptions of this model are developed, they will include appropriate citations.
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I don’t think they would if they looked at the research. The study that Jane Stallings did in Napa, California (Stallings and Krasavage 1986); a study in West Orange, New Jersey (Donovan et al. 1987); a study involving the entire state of South Carolina (Mandeville 1988)—all three found essentially no difference between control classes and those using Hunter’s methods.

Aren’t there other explanations for the results in each of those instances?

Even with the problems that people cite, if there had been big effects, researchers would have found something, but in South Carolina, for example, where 15,000 teachers were trained in the Hunter method, researchers found nothing at all.

You’re saying that in rushing to devise programs based on correlational research, educators may have jumped the gun a bit.

I’d be delighted if people were rushing out to design programs based on that research and then were carefully evaluating them. But I think it’s
Robert Slavin does me great honor by criticizing me along with Benjamin Bloom, who ranks with Gary Becker, James Coleman, Piaget, Carl Rogers, Skinner, and Margaret Wang among this century's great educational theorists. Credit for mastery learning research and synthesis, however, should hardly be accorded to me, since my part has been to calculate and compile estimates of the learning effects of many successful and popular educational interventions, including mastery learning (Walberg 1984).

The best recent estimate of mastery effects is large and close to Bloom's estimate and the one cited (Kulik and Kulik 1986). To conclude that more time yields more learning or that short-term mastery studies show bigger effects than longer ones requires comprehensive evidence—dozens of studies of mastery—not Slavin's hand-picked "best evidence." The same may be said for other interventions for which we now have substantial evidence: some 8,000 studies and 12 reviews of them in my latest collection. And unfulfilled promises to claim "remarkable progress" with "success stories" despite the accumulating uncontrolled evidence. Null findings, as they are called, are not "null." They are failures to achieve something that was expected to happen. Null results demand more effort to find them. Conclusions about educational interventions (Slavin's) require comprehensive evidence—dozens of studies of other interventions. I find it incredible that Robert Slavin recognizes this. Perhaps at some time in the distant future, even Robert Slavin will declare a truce in his opposition to mastery learning.
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Response to Slavin: Improving Teacher Decisions

Madeline Hunter

I heartily commend Robert Slavin for his endeavors to take a research-based analytic look at what can make a difference in education. I also appreciate the time he has spent becoming familiar with our teacher decision-making model since he wrote "The Hunterization of American Schools," where he characterized it as "rigid and mechanistic." Now he correctly states that the model is based on research that is "well established either in laboratory research or correlational research or both," before he claims the evidence shows it "won't work in actual practice." Let's examine that evidence.

- The Napa Project, given its flaws, presented hard data that test scores escalated when teachers were applying what they had learned. What the project really validated was that newly learned professional skills do not maintain themselves without encouragement and refinement from coaching. In addition, the teaching "skills" were used only for reading and math; therefore the teachers did not perceive them as generic elements in every teaching decision regardless of content or teaching mode. I criticized the project for the omission of the transfer theory that is central to the model.

- Manatt reports positive results with the SIM Project. An associate and I were active in establishing the integrity of content and the verification of its transfer from information to knowledge to judgment to wisdom, for both teachers and administrators. Without judgment and wisdom there is a danger of teachers' becoming robots.

- Although I have been involved in some workshops in West Orange, New Jersey, I cannot attest to the integrity of use of the model. I have serious questions about the general rigidity and "assembly line procedure" of some of the New Jersey Academy's work.

- In terms of the South Carolina study, the researchers state, "The unfortunate truth is that higher-level coaching skills are crucial to teacher improvement." Those skills were missing in many of the coaches. This condition also prevailed in the third year of the Napa Project. The amazing result in both projects was that teachers' attitudes were very positive.

I have cautioned educators in South Carolina against both the mass production of courses and the use of trainers with little or no certification of competence or content integrity. There also came to our notice the state superintendent against rigidity, lack of decision-making skills, and the adoption of a checklist. This fall I will be working with teachers in South Carolina and Arizona to build correction in the "assembly line" aspects that unfortunately have developed.

Slavin ignores the original validation of the model (Project Linkage) conducted by an independent investigator, Rodney Skagar, which substantiated impressive gains by students in an inner-city Los Angeles school where the integrity of the model was certified. Also, he does not explain the 20-year escalation of acceptance all over the world! Surely educators are not that gullible—they must be seeing results.

There is no aerodynamic research available to support, and there is much to refute, a bumblebee's flying. But the bee flies! If practitioners really said, "I'm not going to use that until I've seen good experimental evidence for it," our classrooms would be immobilized. What research does Slavin believe is supporting current practice?

The Hunter model is an effort to change teaching decisions, many of which are based on tradition, folklore, and fantasy, to theory-based judgments and wisdom. Only by so changing can we move classroom teaching into behaviors that more closely approximate the success of tutoring, something we'll never be able to finance and which, with expert teaching, will seldom be needed.
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of the arguments among researchers about what constitutes adequate evidence. If, for example, you told practitioners clearly that much of the evidence on mastery learning that Herb Walberg (1984) summarized in his synthesis was taken from studies of one week's duration, in which the corrective instruction, which the control group did not receive, was given in addition to regular class time, they would know immediately that such craziness had no bearing on what they do on a day-to-day basis. Because we don't have well recognized standards for what constitutes an adequate evaluation, Walberg took the approach of taking the studies that had "mastery learning" in the title, putting them all together, and reporting a number for them.

Your advice to practitioners then is to look more carefully at the data.

Yes. Before you accept the next program that comes down the pike, demand experimental-control comparisons in real schools over realistic periods of time with suitable measures of effectiveness.

You're saying the evidence is out there?

Yes. And there'll be a lot more—if people start demanding it.
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